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A B S T R A C T

Accurate and up-to-date spatial agricultural information is essential for applications including agro-environ-
mental assessment, crop management, and appropriate targeting of agricultural technologies. There is growing
research interest in spatial analysis of agricultural ecosystems applying satellite remote sensing technologies.
However, usability of information generated from many of remotely sensed data is often constrained by accuracy
problems. This is of particular concern in mapping complex agro-ecosystems in countries where small farm
holdings are dominated by diverse crop types. This study is a contribution to the ongoing efforts towards
overcoming accuracy challenges faced in remote sensing of agricultural ecosystems. We applied time-series
analysis of vegetation indices (Normalized Difference Vegetation Index (NDVI) and Enhanced Vegetation Index
(EVI)) derived from the Moderate Resolution Imaging Spectrometer (MODIS) sensor to detect seasonal patterns
of irrigated and rainfed cropping patterns in five townships in the Central Dry Zone of Myanmar, which is an
important agricultural region of the country has been poorly mapped with respect to cropping practices. To
improve mapping accuracy and map legend completeness, we implemented a combination of (i) an iterative
participatory approach to field data collection and classification, (ii) the identification of appropriate size and
types of predictor variables (VIs), and (iii) evaluation of the suitability of three Machine Learning algorithms:
Support Vector Machine (SVM), Random Forest (RF), and C5.0 algorithms under varying training sample sizes.
Through these procedures, we were able to progressively improve accuracy and achieve maximum overall ac-
curacy of 95% When a small sized training dataset was used, accuracy achieved by RF was significantly higher
compared to SVM and C5.0 (P < 0.01), but as sample size increased, accuracy differences among the three
machine learning algorithms diminished. Accuracy achieved by use of NDVI was consistently better than that of
EVI (P < 0.01). The maximum overall accuracy was achieved using RF and 8-days NDVI composites for three
years of remote sensing data. In conclusion, our findings highlight the important role of participatory classifi-
cation, especially in areas where cropping systems are highly diverse and differ over space and time. We also
show that the choice of classifiers and size of predictor variables are essential and complementary to the par-
ticipatory mapping approach in achieving desired accuracy of cropping pattern mapping in areas where other
sources of spatial information are scarce.
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1. Introduction

Accurate and up-to-date space-time information on crop production
is essential for agricultural decision making and planning processes to
support food security efforts in low income countries. This is particu-
larly important in countries such as Myanmar where reliable agri-
cultural databases are in short supply (Haggblade and Boughton, 2013).
Decades of economic and political isolation of Myanmar and low in-
vestment in agricultural research have hindered exchange of tech-
nology and know-how, contributing to Myanmar’s recent high rates of
hunger and malnutrition (Haggblade and Boughton, 2013).

In the Central Dry Zone (CDZ) of Myanmar, increased cropping
intensity is seen as one of the major opportunities to increase produc-
tion given the lack of available land for expansion, and the slow rate of
growth in yield of existing crops. Accurately mapping the existing
cropping intensity so as to identify areas where intensity can be further
sustainably increased is thus an important contribution to more sus-
tainable use of natural resource. The cropping patterns in the CDZ are
highly variable and governed by a number of environmental drivers
(SeinnSeinn et al., 2015; Yee and Nawata, 2014), government policies
and socioeconomic factors (Boughton et al., 2015; Tun et al., 2015; Yee
and Nawata, 2014). These factors interact in space and time resulting in
many possible seasonal patterns of cereal, vegetable, tuber and pulse
production. In such sequential cropping systems, the cropping intensity
(the number of sequential crops harvested per year on the same plot of
land) can be as high as three or four in intensively managed systems.
Double cropping is a predominant system, which is a typical char-
acteristic across many parts of Asia where cropping intensity is higher
than any other region of the world (Gray et al., 2014; Siebert et al.,
2010). Small holder agriculture in Southeast Asia in general and
Myanmar in particular is also characterized by small and fragmented
landholdings coupled with spatially diverse combinations of cropping
patterns.

Mapping the spatial and temporal dynamics of cropping patterns
and characterizing agroecosystems with acceptable levels of accuracy is
important information for meaningful cost effective upscaling of agri-
cultural technology interventions. Remote sensing is an important
source of data to provide an overview of croplands due to its capability
to detect and monitor the spatiotemporal dynamics of crop, soil and
water conditions, with applications ranging from field to global levels
(Atzberger, 2013). At national or sub-national scales, satellite data,
such as imagery from MODIS, Landsat, Satellite Pour l’Observation de
la Terre (SPOT), and Sentinel have become important sources of mul-
tispectral and multitemporal information for identifying crop types and
crop management practices (Foerster et al., 2012; Long et al., 2013;
Maponya et al., 2020; Rajeswari and Suthendran, 2019; Tatsumi et al.,
2015; Wardlow et al., 2007; Zhong, 2012). The basis for remote sen-
sing-based cropping patterns information is the unique temporal pat-
terns of crop phenology which can be characterized through analysis of
the multi-temporal signature of vegetation indices (VIs) such as the
Normalized Difference Vegetation Index (NDVI) and Enhanced Vege-
tation Index (EVI) (Hmimina et al., 2013; Long et al., 2013; Sakamoto
et al., 2014; Zhong, 2012). MODIS data provides a unique opportunity
to detect seasonal patterns of crop phenology due to its high temporal
resolution, and has been successfully applied to generate valuable
spatial crop information (Araya et al., 2016; Gumma et al., 2014; Peng
et al., 2014; Seo et al., 2019; Wardlow et al., 2007).

However, in environments where cropping systems are dominated
by fragmented landscapes with spatial and temporal diversity in crop-
ping patterns, which is typical of agroecosystems in the CDZ, the use of
remotely sensed satellite data such as those from Moderate Resolution
Imaging Spectroradiometer (MODIS) often results in levels of ac-
curacies that are lower than desired.

Understanding relationships between spatial resolution and classi-
fication accuracy has long been interesting research area (Duveiller and
Defourny, 2010; Waldner and Defourny, 2017). The spatial resolution

of an instrument is related to its capability to resolve high spatial fre-
quencies, which mainly depend the ground sampling distance, the
modulation transfer function and the signal-to-noise ratio (Duveiller
and Defourny, 2010). A study by Markham and Townshend (1981)
concluded that classification accuracy reflects a trade-off between the
within-class variability and the boundary effect. Chen et al. (2016)
conducted a study to understand effects of spatial heterogeneity on crop
area mapping using MODIS data and found out that classification ac-
curacy of MODIS imagery is sensitive to both sample impurity and
landscape heterogeneity.

Several methods have been devised to mitigate inaccuracies related
to the coarse resolution of MODIS; these include approaches to improve
spatial resolution through the fusion of data from different sensors
(Chen et al., 2014; Gumma et al., 2011), and techniques for combining
various classification algorithms such as the combined use of object-
based and pixel-based classification (Rodriguez-Galiano et al., 2012;
Shao and Lunetta, 2012). A large number of comparative studies has
also attempted to identify the relative suitability of different classifi-
cation methods. Studies such as Qian et al. (2014), Liu et al. (2013),
Shao and Lunetta (2012) and Fernández-Delgado et al. (2014) have
generally indicated that machine learning algorithms (mainly Random
Forest (RF) and Support Vector Machine (SVM)) are superior in
achieving high classification accuracies. However, the conclusions from
many of such comparative studies are often inconsistent (Fernández-
Delgado et al., 2014; Li et al., 2014). The suitability of different clas-
sification algorithms depended on several factors including sizes and
purity of the training sample (Li et al., 2014; Shao and Lunetta, 2012),
class imbalance (Waldner et al., 2019), parameter tuning (Li et al.,
2014; Sonobe et al., 2014),selection of training and auxiliary data (Zhu
et al., 2016)whether the classification is pixel-based or object-based
(Duro et al., 2012; Qian et al., 2014; Sonobe et al., 2014), and perfor-
mance criteria used in assessing the accuracy of the classifiers (Caruana
and Niculescu-Mizil, 2006).

The present study is a contribution to ongoing efforts to identify and
develop a classification approach which significantly improves classi-
fication accuracies in complex agricultural environments. The specific
objectives in this study were, therefore, 1) to investigate whether
knowledge of land users and agricultural experts can be used to im-
prove accuracy cropping pattern mapping, and 2) to identify locally
suitable classification approaches for accurate characterization of
cropping patterns and crop ecosystems in data-scarce complex agri-
cultural environment of Central Dry Zone of Myanmar. The information
developed in this study is an attempt to fill spatial information gaps and
facilitate efficient targeting of agricultural productivity enhancing
technologies, and improving access to crop production information in
Myanmar. We integrated time-series analysis of MODIS VIs with de-
tailed knowledge possessed by local farmers and agricultural officers in
our approach. Local knowledge can provide an overview of the agri-
cultural landscape, indicating predominant cropping patterns that
occur in one area as distinct from another while, at the same time,
describing crops and practices at particular locations and how this
might change over time and space. In this study, we applied this par-
ticipatory mapping procedures and evaluated the classification perfor-
mance of three state-of-the-art machine learning algorithms (RF, SVM
and C5.0) using 8-day, 16-day and monthly composites of MODIS VI
products.

2. Description of the study area

The CDZ covers 55,000 km2 and comprises the Magway, Mandalay
and lower Sagaing regions. The study was undertaken in five townships
of the CDZ: Ye’u, Monywa, Pakokku, Wundwin and Pyawbe. The study
sites lie between 20°23′24″ N to 23°2′24″ latitude and 94°40′12″ E to
96°20′24″ E longitude (Fig. 1). The area is transected north to south by
the Chindwin and Ayeyarwady rivers, and the topography is gently
undulating at about 300 m above sea level with altitude ranging
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between 62 and 658 m above sea level. The climate of the study area is
characterized by low rainfall, with an average annual rainfall of
833 mm across townships. The monsoon season is divided into two: the
pre-monsoon season, which starts in May, and the major monsoon
season, which starts in August and ends in October. Most streams are
dry for much of the year. Average minimum and maximum tempera-
tures are 21 °C and 31.9 °C, respectively (source: local agro-meteor-
ological stations of each Township).

The CDZ tends to be resource poor; water is scarce and crop losses to
drought are frequent and vegetation cover is thin and there is severe
soil erosion. In some areas, in addition to drought, soil salinity is a
constraint. There is a dearth of detailed current information on the
cropping systems and agricultural potential of the CDZ. This presents a
major challenge to the development of technologies which are likely to
be well adapted to such locations (e.g. upland or alkaline soil condi-
tions) and certain cropping systems (e.g. short duration rice varieties
for the rainfed monsoon crop to be followed by legume crops cultivated
with the residual soil moisture). Detailed spatial information on current
cropping patterns is essential for adaptive research and targeting of
improved options for farmers.

The CDZ is characterized by small holder crop production systems.
In many places of the studied townships, irrigation facilities offer the
possibility of producing a number of crops throughout the year. Double
and even triple cropping systems are common in many villages of the
studied areas, which could benefit from full irrigation or supplemental
irrigation. In the rainfed upland areas, two crops per year may be
grown, comprising sunflower (Helianthus annuus), sesame (Sesamum
indicum), groundnut (Arachis hypogaea), green gram (Vigna radiata),
maize (Zea mais) or butter bean (Phaseolus lunatus) or a single crop of
pigeon pea (Cajanus cajan), cotton (Gossypium sp.) or sugar cane
(Saccharum officinarum). In the lowland rainfed areas, monsoon rice
(Oryza sativa) may be followed by either chickpea (Cicer arietinum),
green gram or other pulses. In irrigated areas, two crops of rice may be

grown as well as a crop of chickpea, sunflower or others (the majority
are pulses). Double cropping is also made possible due to local topo-
graphy and rainfall resulting in sufficient soil moisture to support low
water use crops such as sorghum (Sorghum bicolor), groundnuts and
chickpea. Areas that produce a single crop per year are also common;
especially during years of low rainfall or late onset of rainfall.

3. Methods

3.1. Data types and sources

Three years of VI data (2012–14) derived from MODIS Terra and
Aqua satellites (NDVI and EVI) in 8-day, 16-day and monthly compo-
sites were acquired from the USGS data portal http://earthexplorer.
usgs.gov (USGS, 2015). We collected reference and validation data from
four sources. (1) Ground-based characterization of land cover types,
including information such as current crop cover types, cropping ca-
lendars for each crop, water source for crop production were collected
through field surveys, which were conducted in March 2013, August
2014 and November 2015. (2) Information about historical cropping
patterns was collected through discussions with local farmers
(November 2015) and we identified 10 major cropping patterns and 4
non-agricultural land cover types (Table 1). (3) High spatial resolution
data from Google Maps® were also used to collect data on easy-to-
identify, non-cropland land use/cover (LULC) types such as water
bodies, forests and settlement areas. In total, we collected 3654 re-
ference points from field and Google Earth. The spectral separability of
reference data was assessed through the Transformed Divergence Se-
parability Index (TDSI) in ENVI v5.2 (Exelis Visual Information
Solutions, 2015). This index was useful in identifying classes that were
not separable, and therefore merged into one. For instance, class 14 in
Table 1 was named as ‘Barren lands and other non-agricultural lands’
because land covers that were non-agricultural lands and do not belong

Fig. 1. Map of study area and locations of sample points.
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Table 1
Description of major cropping patterns and non-agricultural land use/cover types.

No. LULC/cropping pattern Descriptions

1 Irrigated double rice Irrigated rice in the monsoon, followed by rice in winter, fallow in summer
2 Irrigated rice-upland crops Irrigated rice in the monsoon, followed by upland crops in winter
3 Irrigated double upland crops Irrigated non-rice crops in monsoon and winter
4 Irrigated rice followed by two upland

crops
Irrigated rice in the monsoon, followed by upland crops in winter and summer

5 Recession crops A cropping pattern found near rivers and lakes, where water covers the crop land during the monsoon and in the dry season
different crops are produced using residual moisture as the water recedes

6 Mixed crop class Crop lands that are characterized by heterogeneous cropping patterns less than the MODIS pixel size
7 Rainfed rice – upland crops Rainfed rice during monsoon, followed by non-rice crops during winter/summer
8 Rainfed double upland crops Rainfed non-rice crops during monsoon and winter/summer
9 Rainfed single rice Rainfed rice during the monsoon and fallow during winter and summer
10 Rainfed single upland crops Rainfed non-rice crops during the monsoon and fallow during winter and summer
11 Urban/settlements Towns and cities, also villages where built-up surfaces predominate
12 Water bodies Large rivers and lakes
13 Forest/woodlands Forest reserves, plantation forests, woodlands dominated by scattered trees and grasslands, with no crop production
14 Barren lands and other non-agricultural

lands
Dry river beds, exposed rocky surfaces, with no/low vegetation cover
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to any of the other listed classes were found to be inseparable when the
TDSI was applied. (4) We obtained village-level estimates of area cov-
erage of major crop types from government agricultural statistics.

3.2. Model tuning, classification procedures and accuracy assessments

We used three state-of-the-art machine learning supervised classi-
fication algorithms: support vector machine (SVM), Random Forest
(RF) and C5.0 (a decision trees and rule-based model) and evaluated the
suitability of these classifiers using varying sizes of training data. The
performance of these algorithms was also evaluated using different
temporal resolution of predictor variables (NDVI and EVI); that is, 8-
day, 16-day and monthly composites of the two vegetation indices (VIs)
were used to compare accuracy differences among the classifiers. The
underlying theory and detailed mathematical explanation of the ma-
chine learning algorithms have been documented in the literature (Ben-
Hur and Weston, 2010; Lek and Guégan, 2012; Michie et al., 1994; Pal,
2005; Pal and Mather, 2005).

Model building, parameter tuning, classification and accuracy as-
sessment were performed using the ‘caret’ R-package and ‘train’ func-
tion of the ‘caret’ package (Kuhn et al., 2015), implemented in R lan-
guage and statistical software v.3.1.2 (R Core Team, 2014). In addition
to the ‘caret’ package, a number of other packages were used for image
processing and geospatial analysis: the ‘raster’ package (Hijmans,
2015), ‘rgdal’ (Bivand et al., 2014), ‘lattice’ (Sarkar, 2008) and ‘ggplot2′
(Wickham, 2009). The ‘optimal’ tuning parameters of the three models
compared in this study (SVM, RF and C5.0) were automatically de-
termined by implementing a random search. Random 3-fold cross va-
lidation repeated six times was applied, and a tune length of 5 was used.
For the RF model, the number of trees per node was set to 500. In order
to evaluate and compare performance of the three models, the pre-
dicted classes were compared against the “hold-out” test data.

User’s and producer’s accuracies, and overall accuracy were used as
measures of accuracies, which are most widely used measures of as-
sessing accuracy of thematic maps (Congalton and Green, 2008). A
paired t-test was used to assess statistical significances of differences
among accuracies (Foody, 2004). The test was implemented using
‘caret’ (Kuhn et al., 2015), which is based on Hothorn et al. (2005) and
Eugster et al. (2008). In addition to these conventional accuracy as-
sessments, we used a participatory and iterative map validation and
reclassification procedures (see section 3.3) in order to overcome ac-
curacy problems associated with high spatial details arising from het-
erogeneity of cropping patterns and small plot sizes in CDZ. Agri-
cultural officers and township managers who have great detail of local
knowledge of agricultural practices in the study area were involved in
the iterative participatory mapping process. The participatory mapping
was iterated at least three times at each of the five townships included
in this study. A summary of classification procedures and accuracy
assessment is shown in Fig. 2.

3.3. Participatory iterative mapping process

Mapping cropping patterns require knowledge about the dynamics
of land cover over several seasons in a year. This may involve re-
peatedly monitoring the crop cover changes at same location and in
different seasons. The main aim of the study was to investigate whether
knowledge of land users and agricultural experts can efficiently be used
in mapping cropping patterns. In areas where agricultural landscape is
heterogeneous, collecting data about how many crops are grown in
different seasons (single crop, double crop and triple crop, etc) and
categories of different crops that grow at a given location in different
seasons is not easy task. If one has to apply simple field observation, one
would find only the crops that covers that location at the time of the
field survey. Therefore, one has to visit the same location at multiple
seasons of different years. To overcome this problem and produce
usable agricultural information, we planned to incorporate local

knowledge, which is often undermined in conventional mapping pro-
cedures.

The participants of the participatory mapping procedure were
farmers and local agricultural experts, who are very much familiar with
cropping systems in their townships. Cartographic literacy of was high
amongst the agricultural experts because they are used to using topo-
graphic maps. The incentive for farmers for participating in the parti-
cipatory mapping was that the township would be provided with more
accurate maps and associated recommendations for improved cropping
patterns and practices. This mapping procedure is a co-development
process where both producers and users are involved in the map gen-
eration process.

At the initial stage, we collected reference data at random, both
using ground-based survey and Google imagery, and without involving
local community in the process. At this stage, we produced a pre-
liminary map using 62 samples and implementing the classification
procedure described under section 3.3. The first participatory mapping
workshop was then held and the preliminary map was evaluated by
group of farmers and Township-level agricultural experts. During the
first workshop, areas with classification errors were marked by the
participants; and the mapping team travelled to those areas and have
taken samples at random locations, and the team collected 119 more
samples targeting areas (on the preliminary map) where the workshop
participants indicated misclassifications. The initial labels proposed in
the preliminary map were improved and refined during the first par-
ticipatory mapping workshop. The second mapping was undertaken
using the total sample points of 476. In addition to field surveys con-
ducted to collect more data by focusing on the areas that participants
marked as ‘misclassification’, we also used high spatial resolution
imagery from Google Earth® to collect more sample points, being
guided by comments of the workshop participants. In so doing, we ef-
ficiently included more data and collected total of 1,868 samples and
using these samples, we produced the third version of the map, which
was then used in the third participatory mapping workshop. Based on
feedback from the final workshop, we again collected more data from
areas where misclassifications were identified in the participatory
workshop. Finally, a total of 3,654 reference data points were collected
with more attention being placed on areas where workshop participants
had identified classification errors (Fig. 1).

4. Results

4.1. Spectral profiles and separability analysis of reference data

Fig. 3 shows profiles of NDVI and EVI for various land cover types
for years 2012–14 and across different seasons of the years. The figure
shows that rice-based cropping systems have low separability due to
high similarity in patterns of VI signature. The lowest separability va-
lues were observed between rainfed double upland crops and irrigated
double upland crops. Compared to EVI, NDVI shows better separability
among non-agricultural LULC types such as bare land and urban/set-
tlements. It was particularly clear that one year of monthly composite
data of VI (NDVI and EVI) was not adequate to show spectral separ-
ability among classes, and that the highest separability was achieved
from the 3-year time-series of 8-days VI composites data. For simplicity
of visual interpretation, only, the VI temporal signature of 16-day
composite is shown in Fig. 3.

4.2. Accuracy improvements through participatory iterative mapping and
model comparisons

Fig. 4 shows the iterative accuracy improvement trends and accu-
racy variation among SVM, RF and C5.0 classifiers in response to in-
creasing sample size. Results of day 1 in Fig. 4 shows low classification
accuracy associated with the conventionally collected field data based
on small sample size (total of 62 points). With small reference sample
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size, RF resulted in significantly higher accuracy compared to both SVM
and C5.0 classifiers (P < 0.01) (Figs. 4 and 5). During the last few days
of the mapping processes, substantial accuracy improvement was
achieved and beyond sample size of about 2000 points, accuracy tended
to saturate again. The accuracy difference between the initial classifi-
cation and the final classification based on participatory reference data
collection and iterative classification, is about 31%, 32% and 43% for
the RF, SVM and C5.0 classifiers, respectively (Fig. 4).

As sample size increased, SVM tended to consistently outperform in
most cases, and the C5.0 model resulted in the lowest accuracy (Fig. 4).

The accuracy difference among the classifiers tended to diminish as the
size of training data set became larger (Fig. 5). When the final 3654
sample points were used, the accuracy of RF was shown to be slightly
higher (95%) than that of SVM (94%).

4.3. Comparison of VIs

Accuracy also varied depending on whether NDVI or EVI was used
in the classification, whether 8-day 16-day or monthly composite data
was used and whether one or three years of data were used. The lowest

Fig. 3. NDVI and EVI time series signature of each class of cropping pattern and non-agricultural land cover; graphs are based on mean values pre class for 16-day
composites of VI data.
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accuracy was observed when monthly EVI layers of one year (2014)
were used (data not shown) and increasing the number of VIs layers
(predictor variables) has considerably improved accuracy (Fig. 6).
NDVI showed consistently higher accuracy than EVI, across monthly,
16-days and 8-day composites of three-year data layers. The accuracy
differences between NDVI and EVI were highest at monthly composite

of the VI, and the accuracy difference tended to become narrower as the
number VI layers increases (Fig. 6).

The final maps of cropping pattern and land cover were developed
using the SVM classifier with 8-day composite data of NDVI for three
years (2012–14). Fig. 7 shows the final classification result for the five
townships. Overall classification was 95.3%2. Both user’s and

Fig. 4. Accuracy improvement achieved through participatory iterative mapping. The participatory mapping was iterated for two weeks and the sample sizes on x-
axis are related to days of participatory mapping workshops: the initial preliminary map was produced based on the 62 sample points; based on this map, parti-
cipatory mapping workshop was held and then more samples points were taken based on feedbacks from the participants; second map was produced using 476
samples and the second workshop was held; again the third map was produced using 1868 sample points and using this map, the third workshop was held, based on
which more samples were taken to achieve the 3654 sample points. The accuracy comparison shown here is based on three-year layers of NDVI 8-day composite data.
Note the gaps among the ticks in the x-axis are intentionally kept the same, regardless of the differences in the values of the labels. This was to help easy inspection of
the changes in accuracy brought about by each progressive addition of more samples.

Fig. 5. Accuracy differences among the models with increasing size of reference data and 3-year stack of NDVI 8-day composite. The labels on the line graphs show p-
values.
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producer’s accuracy of all classes exceeded 74% (Table 2). The smallest
producer’s and user’s accuracies were due to large confusion among
‘rainfed monsoon rice and winter/summer upland crops’, ‘irrigated
monsoon rice and winter/summer upland crops’, and ‘rainfed monsoon
upland crop and winter/summer upland crops’ (Table 2).

5. Discussion

In this study we were able to substantially improve land cover and

crop pattern mapping accuracies through participatory iterative map-
ping procedures and sequential identification of suitable dataset and
classifier algorithm. Information regarding cropping patterns may not
be easy to collect through conventional field survey, since at the time of
field visits, one can see only one type of crop cover at a time unless a
series of seasonal revisits at the same location are undertaken, which
makes the such surveys highly time consuming and expensive. To
counter this, information on local agricultural practices and the spatio-
temporal dynamics of cropping systems were obtained through our

Fig. 6. Comparison of accuracy differences with three-year layers of monthly, 16-day and 8-day composites of NDVI and EVI.

Fig. 7. Map of cropping patterns and major non-agricultural land use/cover for the five Townships. The map was produced using 3-years of 8-day composite of
MOD13Q1 product of MODIS Terra satellite, total of 3654 training and validation dataset, and applying the SVM classifier.
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participatory mapping process and this resulted in a more complete
enumeration of the cropping patterns (in the map legend) and a more
accurate classification of the cropping patterns (in the map).

Ground-based data collection is expensive and time consuming,
particularly when the area to be mapped is large and accessibility is
constrained by factors such as absence of access roads and conflicts.
Foody (2009) emphasizes the need for consideration of sample size and
economic feasibility of sample collection. When resources being are
limited, the sampling strategy needs to be economical and the quantity
and quality of the data should allow for statistically meaningful ana-
lyses (Congalton, 1991). Recent study by Mialhe et al. (2015) has also
highlighted the importance of participatory mapping approach in data-
poor areas, and in areas such as conflict zones.

Our approach signifies the importance of examining the mapping
accuracy in a participatory process particularly in conditions where
sites are inaccessible or difficult to access. Arguably, the participation
of the local community in the mapping process enables a more efficient
way of sampling for to substantially improve map accuracy. The ap-
proach we applied has three advantages over more traditional ap-
proaches to field data collection for land cover mapping and specifically
for crop pattern mapping in regions with complex and diverse cropping
patterns. First, it minimized the time and resource needed for travelling
and collection of reference data by facilitating an efficient and accurate
way of generating data over large and inaccessible areas. Workshop
participants provided detailed information on where our map classifi-
cation was incorrect, providing insight on where further field visits
were needed. Second, we were able to assess the location accuracy of
mapping at locations for which we had no prior knowledge/reference
data, which would not be possible through traditional accuracy as-
sessment in remote sensing. Thirdly, the participants enumerated the
different cropping practices in the five townships. This led to an im-
proved and more complete listing of the cropping patterns and thus
influenced the final map legend. This interactive and iterative process
of mapping has resulted in substantial improvement of accuracy and
completeness in terms of cropping pattern map legend.

While the importance of indigenous knowledge has long been well
recognized in a wide range of subjects (Baul and McDonald, 2014;
Rerkasem et al., 2009; Teffo, 2013), few studies have attempted to use

local knowledge in improving the accuracy of mapping agricultural
landscapes. Vergara-Asenjo et al. (2015) have, for the first time, de-
monstrated that local knowledge can improve land cover classification
accuracies. In their study, Martínez-Verduzco et al. (2012) argue that
community-based mapping is cost-effective compared to alternative
approaches and can be applied in the rural zones of developing coun-
tries. Our findings are also in agreement with these previous studies.
Further works on comparisons between participatory and conventional
approaches would be useful to quantify the cost effectiveness and level
of accuracies.

Coupled with participatory iterative mapping, our method involved
the identification of suitable predictor data types and size.. Variation in
accuracy in relation to the use of MODIS NDVI and EVI was an im-
portant finding. Consistently, NDVI was shown to result in higher ac-
curacies than EVI. This result differs from the conclusions of a similar
study by Wardlow and Egbert (2010), where NDVI and EVI performed
equally well in mapping crops. An earlier study by Gill et al. (2006)
which was designed to compare the relative suitability of MODIS NDVI
and EVI in predicting vegetation foliage cover showed that NDVI pre-
dicted better than EVI. The fact that EVI is designed to suppress signals
of non-vegetated surfaces, separability among surfaces with low vege-
tation cover (example, bareland and urban, as shown in Fig. 3, EVI
profile) is low, hence leading to lower class accuracies for different non-
agricultural classes.

The accuracy performance of the machine learning algorithms
compared in this study increased with increasing size of predictor layers
and training sample size, which is in agreement with studies such as Li
et al. (2014). With a limited number of training samples, however, RF
was shown to be more suitable than the other two classifiers. A number
of studies have compared performances of various machine learning
algorithms in mapping land cover types. However, the conclusions from
many of such comparative studies are often inconsistent (Fernández-
Delgado et al., 2014; Li et al., 2014) depending on several factors in-
cluding sizes and purity of training sample (Li et al., 2014; Shao and
Lunetta, 2012), parameter tuning (Li et al., 2014; Sonobe et al., 2014),
pixel-based and object-based classification (Duro et al., 2012; Qian
et al., 2014; Sonobe et al., 2014), and performance criteria used in
assessing the accuracy of the classifiers (Caruana and Niculescu-Mizil,

Table 2
Error matrix of final map based on RF classifier and using NDVI 8-day composite of 3 years stack computed applying one-third cross-validation. Description of the
classes is: 1 = Barren land and Other nonagricultural lands, 2 = Forest/Woodland/Scrubland, 3 = Irrigated monsoon rice and summer rice, 4 = Irrigated monsoon
rice and winter/summer upland crops, 5 = Irrigated monsoon upland crop and winter/summer upland crop, 6 = Irrigated monsoon rice, winter upland crop and
summer upland crops, 7 = Mixed crop class (this is areas where it was no unique cropping pattern, mixture of various cropping patterns were identified within an
area of one MODIS pixel size), 8 = Recession crops (these are crop produced near rivers and creeks, where no crop is grown during monsoon and as water recedes,
various crops are grown using residual moisture without/with supplemental irrigation), 9 = Rainfed monsoon rice and winter/summer upland crops, 10 = Rainfed
monsoon upland crop and winter/summer upland crops, 11 = Rainfed single crop monsoon rice, 12 = Rainfed single crop monsoon upland crops, 13 = Urban/
settlement areas, 14 = Water.

Reference data

1 2 3 4 5 6 7 8 9 10 11 12 13 14 Total User

SVM predicted 1 136 0 0 2 0 0 0 2 0 0 0 2 1 1 144 94.4
2 0 128 1 0 0 0 0 0 0 0 0 0 0 0 129 99.2
3 0 0 71 2 0 1 0 0 1 0 3 0 0 0 78 91.0
4 0 1 1 67 0 3 0 0 4 1 1 1 1 0 80 83.8
5 0 0 0 1 36 0 0 1 0 1 0 0 0 0 39 92.3
6 0 0 2 1 0 48 0 0 0 0 0 0 0 0 52 92.3
7 0 0 0 0 0 0 39 0 0 0 0 0 0 0 39 100.0
8 0 0 0 0 1 0 0 111 0 1 0 0 0 1 115 96.5
9 0 0 1 4 0 0 0 0 36 0 0 1 0 0 43 83.7
10 0 1 1 1 0 0 0 0 4 112 6 5 1 0 132 84.8
11 1 0 3 0 0 0 0 0 1 1 56 1 0 0 63 88.9
12 2 0 0 0 0 0 0 0 2 6 1 54 0 0 64 84.4
13 0 0 0 1 1 0 0 0 0 1 0 0 66 0 69 95.7
14 0 0 0 0 0 0 0 0 0 0 0 0 0 172 172 100
Total 140 129 79 79 38 54 39 115 49 123 66 63 69 174 1217
Prod 97.1 99.2 89.9 84.8 94.7 88.9 100.0 96.5 73.5 91.1 84.8 85.7 95.7 98.9
Overall 93.0
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2006). Studies by Adam et al. (2014) and Duro et al. (2012) indicated
that machine learning algorithms such as SVM and RF performed si-
milarly, and other studies such as that of Cracknell and Reading (2014),
Fernández-Delgado et al. (2014) and Kampichler et al. (2010) showed
RF to be the most accurate algorithm. Our results show that, with small
sample size, the accuracy difference among the SVM, RF and C5.0 was
larger as compared to bigger sample size. We did not observe any
evidence of influence of the dataset being NDVI or EVI on accuracy
difference among the three algorithms.

6. Conclusion

We evaluated influences of various aspects of mapping techniques
and were able identify the suitability of different vegetation indices in
mapping cropping patterns of highly fragmented agricultural landscape
in Myanmar. An overall accuracy of 5% was achieved when iterative
participatory mapping was implemented, using RF algorithms and 8-
days NDVI composite layers for 3 years. While the three algorithms we
compared didn’t significantly vary with the type of VIs used, NDVI
resulted in statistically higher accuracy compared to EVI. The partici-
patory workshops where local expertise was brought into the map
evaluation and map legend definition procedures has substantially
improved the accuracies and completeness of the cropping pattern
maps in an a region with complex agro-ecologies. The use of local
knowledge was an essential source of information that was successfully
incorporated within a conventional land cover mapping approach.

While an increase in the amount of training data has generally
improved accuracy, the magnitude of accuracy improvement was dif-
ferent across different sample sizes and the accuracy improvement was
non-linear. Compared to monthly and 16-day VI composites, 8-day
composites resulted in higher accuracy. NDVI had higher accuracy than
EVI. Even though the three machine learning algorithms (RF, SVM and
C5.0) produced highly accurate maps, RF was relatively better when
fewer training samples were used. As the number of training sample
becomes larger and the size of predictor layers increases, all of the three
algorithms performed well, though SVM was slightly better in most
cases. In summary, these results provide insights into the importance of
local knowledge for more complete enumeration of cropping patterns,
efficient implementation of ground data collection and for producing
more accurate land cover maps. We also highlight the need to identify
the most appropriate classifier based on size of available training
samples, and size and type of VI predictors. There is no single best
classifier for all purposes. We recommend that to test a range of suitable
classifiers for the case study at hand, based on well-defined criteria for
what makes one classifier potentially more suitable than another for a
given study. The classifier selection process should be transparent and
robust with respect to current knowledge and use of state-of-the-art
techniques.
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